
Most Efficient Least Squares Bstimator in

(1) y = X ~9 + u
(T1) (Tk) (kl) (T1)

Multivariate Re gressiQn

The model in matrix notatio~ is ..... ’:!,?"~0 "~,~    !/

with X standardized, i.e. X’X = Tlk.     The regression

coefficient estimator is

b = (X’X)-iX’y = ~X’y ~ ~ + ~X’u.

Let

be any linear estimator of[? .    The object is to show

that the minimum value of 6’, where

(4)

with

(5)
Yl    = Xbl;

U= X,’;:

is attained for R = X.

(6)

From (1), (3) and (5),

Yl = ~R’(X,q + u).

Hence

(7)
Yl - ~ = -X/~ + ~R’X + ~R’u,

so that, from (4),

(8) ~,~ = -D’X’R,’ "~ - ,"? ’R’X3 + I,,9’X’RR,X~.;+ "~Eu RR’u,

where (p ±s the value of the terms in R in t’(4).
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from

We now propose finding the minimum value of 9

(9)
- ~ ti"

i = i, 2, .,., k.

or, rather, showing that (9) is satisfied by r~i = xti,

these being the respective elements of R and X.    Call

the terms on the r.s. of (8) TI, T2, T3, T4.     Clearly,

2
w.l.g., T4~ which equals c-"TrRR’, can be taken as constant

independent of R e.g. = ~2, .     Of course, TI = T21     Set

I
zI

"](i0) X,: = Z = 9 z2, ,.., zT

it can then easily be shown that

8Ti 0 T2
(Ii)    ~r    = -st’?i - @r

ti ti

and not quite so easily that

~’T3 2 ~,     T
(12)    8r - T~t( Z z rsi)

ti S = I

with, from (i0),

On substitution for Zs, given by (i3) in the brackets ( )

in (i2), setting r.. = x    and using the orthogonal prop-
, i si

erty of X, we find

(14)
TZ

~rti--     _ 2zt/Ti.

Accordingly, from (ii) and (i4),

(i5) ~rti(Ti + T2 + TZ) = O,

for rti = xti or R = X.
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We must bear in mind, however, that .R has been

2
conditioned by T4 =~ , which should be introduced in

Lagrangean form into the expression to be minimized~ i.e.

(16) 2~,~ = T1 + T2 + T3 + T4 - A (q - ~- )

2
so that [<7/~’~rti      = 0 with T4 =:~-    are satisfied by

rti = xti and A= i.

So we have proved the intuitive result that

the best linear estimator of the coefficient matrix ? is

the regression estimator b.    No novelty is claimed: it

is a Oauss-Mark-off property.     The matrix treatment and

the use of standardization of X may have some interest.
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