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GENERAL SUMMARY

During the debate about nuclear power in Ireland in the late 1970s, the
view was often expressed that electricity consumption was influenced by
GDP or income and by practically nothing else. This led to the belief that,
for the time being at least, economic growth would incur a relentless one
for one increase in demand for electricity, or more. While economists
knew that this view was not the full story, they were unable to prove, on the
basis of past experience, that price would also play a role. They did succeed
in showing that price influenced energy consumption as a whole, but
where electricity was concerned there was the continuing difficulty in
discerning the separate "impacts of steady falls in price and of steady rises
in income" (Booth, 1966 III), (Scott, 1980).

With more data available covering a wider range of experience it is now
time to look again at the determinants of electricity demand. Because
different sectors (households, industry, services and so on) will have
different patterns of demand, this study concentrates on one sector, the
household or domestic sector. This sector consumes some 40 per cent of
the sales of the Electricity Supply Board. Spending on electricity is but a
small proportion of aggregate household expenditure, at some 21/2 per
cent; however this does not convey the importance of electricity to the
household’s well-being.

The data used are figures of average electricity consumption per
household. The data are two-monthly, extending from March 1973 to
November 1989 and, owing to meter-reading practice, are in two groups.
This gives two samples of about 100 observations each.

The three main determinants of electricity demand that were
investigated included disposable income which, owing to the absence of
sub-annual data, was proxied by retail sales. The second determinant,
temperature, was measured in degree days which is a measure of coldness.
The third determinant, price, was investigated in two parts, for theoretical
reasons. The first part is the marginal price, that is the unit price in the
price block applicable to the quantity consumed by the average consumer.
The second part is the rate structure premium which is the amount the
consumer pays over and above what he would have paid, if all units were
charged at the marginal price. In recent years the rate structure premium
is simply the fixed charge. This is now only some 10 per cent of the bill but

ix



x DOMESTIC ELECTRICITY DEMAND

at the start of the period analysed it added one-third again to the bill. So,
while probably not very significant, it should not be ignored on grounds of
theory. Concern to be theoretically correct stems from the desire to avoid
the danger of bias, which as it happens could be an upward bias on the
influence of price.

Three types of model were tried on the data, an ordinary static model
which assumes that any reaction to changes occurs straight away, and two
sorts of dynamic model which assume a lagged response. In the one, the
reaction simply dwindles away over time. In the other, consumers are
assumed, broadly speaking, to go some way to correcting their
consumption towards a perceived ideal level, which itself changes with
circumstances.

The results from the .three types of model and the two groups of data tell
a consistent story. They were characterised by good fits as, for example,
Figure 9 of actual consumption and fitted levels on page 28 show. If the
model is given the price, the income proxy, the temperature and the
season, the figure shows that it will provide a fairly accurate prediction of
the ’amount of electricity that is consumed per household.

The main practical results are the measures of responsiveness. These
measures of responsiveness, or elasticities, give the percentage change in
electricity consumption which results from a 1 per cent change in income
or price. The short-run responsiveness to income is in the region of 0.2 to
0.3 and 0.4 to 0.6, in the long run after a year or two. There are barely
perceptible responses to marginal price changes in the short run. The
fixed charge or rate structure premium, on the other hand, appears to
have a stronger (though declining) influence than can be readily
explained. Of theoretical interest is the fact that its absence in the
estimation did not necessarily increase the effect of marginal price, so
there need be less concern that its omission would bias the marginal price
effect in this analysis. Long-run responsiveness to marginal price is -0.1 to
-0.3 and to average price, between -0.2 and -0.4. Overall, the effect of
price is not very strong but it is obviously there. This is an important result
and not just from the point of view of predicting electricity consumption,
though that in itself is useful. A topic currently under debate is the use of
taxation as an environment policy tool. An example of this is the higher
tax attaching to leaded as opposed to unleaded petrol. The results here
show that a tax-induced price rise in electricity would not cause much of a
consumption decrease, in the short run. The main effect would be an
increase in government revenue. However, after a period of adjustment
electricity consumption would decline, achieving some of the policy aim.
Government revenue at this stage would then be correspondingly lowe~,
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though still well above the level prevailing before the imposition of the
environment tax. So, for example, a 10 per cent tax-induced price rise
would cause a drop of up to 4 per cent in consumption after an adjustment
period. Government revenue would rise initially then fall back somewhat.
Proposals along these lines, whereby some taxes would be shifted from
their present imposition on income or whatever and on to polluting
activities are currently under investigation at EC level and elsewhere.
Measures of responsiveness to price are central requirements of these
studies.

Areas of future work are suggested in particular by the indication that
responsiveness might be changing over time. The static model indicated
that price was becoming more important and income and temperature less
so. These trends caution against the use of the figures far outside the time
span of this study. Furthermore, price effects might be larger than the
measures found here if the decline in income effect is ultimately
attributable to price changes which took place many years ago. On the
other hand, price effects might not be larger than measured if the
composition of society is responsible for declining income effects. The
implications for the future are different and deserve investigation.



Chapter 1

INTRODUCTION

This paper describes an analysis of domestic demand for electricity in
Ireland based on the detailed two-monthly data derived from customer
payments. Domestic consumption of electricity represents some 21/2 per
cent of aggregate household spending, 39 per cent of overall expenditure
on energy and some 40 per cent of the sales of the Electricity Supply Board
(henceforth denoted ESB).

The last dozen years or so have seen an expansion in the ESB’s effective
capacity of over 70 per cent and a total capital outlay of several billions of
pounds. This expenditure represents on average some 10 per cent of
annual public capital spending and only in the last few years has it fallen
below 1 per cent of GNP. Yet this expenditure has taken place in the virtual
absence of published analyses of electricity demand in Ireland. Forecast
growth in electricity demand was outlined, briefly, on several occasions, as
in 1978 in Energy Forecasts 1978-1990 by the Department of Industry,
Commerce and Energy, in 1979 in the contribution by the Chief Executive
of the ESB to an energy symposium of the Social and Statistical Inquiry
Society of Ireland and in 1981 in The Way Forward. Successive Household
Budget Surveys have been used to investigate cross-section income
elasticities by Leser (1964), Pratschke (1969), Murphy (1975-76) and
Conniffe and Scott (1990). The last-mentioned study also looks at annual
total electricity demand. There were, however, no published detailed
analyses of the determinants of electricity demand. It is twenty-five years
since the last published analysis of electricity demand. This was the ESRI
Paper No. 34 byJ. L. Booth (1966 II), entitled Fuel and Power in Ireland:
Part II. Electricity and Turf

This is not to say that there has been an absence of discussion of
electricity issues. Electricity has been the source of debate on a regular
basis, on such issues as the use of natural gas for electricity generation, the
need for nuclear power, the prices charged to the ESB for natural gas and
turf, the commissioning of further capacity, the price of electricity in
Ireland relative to that in other EC countries (which in recent years has
become favourable, (ESB, 1990)), the high level of debt, and now the
issues of competition in generation, common carriage, and so on. A
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number of these debates would have been deepened, if not clarified, by
better knowledge about demand for electricity. The present paper is a
partial attempt to reduce this obvious gap.

Some of the issues to be addressed in this paper are:
- Is income, expenditure, or GNP really the dominant influence on

electricity demand? The 1984 Report of the Inquiry Into Electricity
Prices implied that the ESB thought this to be the case.

- What is the influence of price on electricity demand? Can we say
anything about how the structure of electricity tariffs (and especially the
split between the fixed charge and unit charge) affect demand?
Recently, the ESB has decided to take price into account for forecasting
purposes. Presumably, however, the Board has, for a long time, seen a
role for price in influencing the timing of consumption within the 24-
hour day, as evidenced by their Night and Day Tariff, for example.

- What is the effect of the weather on electricity consumption? If cold
weather is found not to increase consumption, this would suggest that
households tend not to use electricity for discretionary space heating on
a significant scale, at least not on the basis of the data. It may be that,
prior to the more widespread use of central heating, by solid fuels, gas
or oil, people used relatively more electricity during cold spells, so that
the relationship has altered over time.

The outline of this paper is as follows. In Chapter 2 we discuss the
theory, including the treatment of the tariff structure, for the econometric
estimation of electricity demand. (A more detailed discussion of the
treatment of the tariff structure is given in Appendix 1.) We als0 briefly
look at dynamic specifications. In Chapter 3 we discuss the data that are
available. We address the problems that arise from the fact that detailed
data on electricity consumption refer to two populations and are time-
series of staggered two-monthly observations. In Chapter 4 the estimated
demand models are presented and the parameter estimates are discussed.
Some concluding remarks follow in Chapter 5.



Chapter 2

THEORY

Consumers can be characterised as being concerned to get the most
utility possible when spending their income, given the current set of prices.
Associated with its solution, this constrained maximisation problem
produces ordinary demand functions. These describe the demand for goods
as being determined by price and the consumer’s income. Our concern in
this paper is to measure such a demand relationship. Before going on to do
so, we will discuss modelling of electricity demand in general.

Electricity is but one commodity among many which compete, so to
speak, for a share of consumers’ expenditure. Complete systems of
demand equations can be specified where the demand for food, for
clothing, and so on, are estimated within a framework of total expenditure.
Such a model has been estimated, with energy as one of the commodities,
though not electricity specifically, by, for example, Fiebig, Seale and Theil
(1987). Their analysis looked at a cross-country system based on the
international comparative data of Kravis Heston and Summers (1982) for
34 countries in 1975. Other analyses of demand systems, including the
study by Manning (1988) where fuels, electricity, coal and so on, are viewed
in the context of expenditure on all fuels. This paper does not take such a
broad approach because the data to hand which we have decided to
analyse call for a more concentrated study of electricity demand, though
obviously broader studies should also be undertaken.

Taylor’s (1975) seminal survey article outlined the main considerations
to be heeded when analysing electricity demand. Following the same
considerations, this chapter deals with the treatment of price, the
measurement of price, and dynamic specifications of electricity demand.

2.1 Treatment of Price
As stated, electricity demand by households can be expected to be

influenced by the real price of electricity and by the level of income, or
expenditure. It might also be influenced by the weather, that is by low
temperatures and possibly hours of sunshine. This suggests a specification
such as the following:

q = a + by + cp + dw                   (2.1)



DOMESTIC ELECTRICITY DEMAND

where q = quantity of electricity consumed
y = an income or expenditure variable
p -- real price of electricity
w = weather variables.

However, this formulation with its one price variable cannot always be
used, owing to the way in which the customer is charged for electricity.
Electricity differs from most other purchasable goods because instead of
being able to buy electricity at some price per unit, the consumer is
confronted with a tariff structure, that is with a fixed charge and one or
more unit prices which depend on quantity purchased. In Ireland until
1977, along with a fixed charge, there were two unit prices for electricity, a
lower rate being charged on units consumed beyond a certain level. This is
called a multi-block tariff. After 1977 there was the fixed charge and but
one unit price for all units consumed.

A detailed discussion of the theoretical considerations concerning multi-
block tariffs is given in Appendix 1. We can summarise the issues here.

Our rational consumer will use electricity up to the point where marginal
benefit equals marginal price. Therefore marginal price, which is the price
per Unit in the block relevant to the quantity consumed, should be a
determinant of electricity consumption. Our average consumption per
meter was well above the level at which the lower price starts to be charged,
so marginal price is taken to be the unit price in this upper block. After 1977
there is but one unit price, which is the required measure of marginal price.

However, a second price variable is also required in order to take
account of the fixed charge and of the higher price of consumption in the
first block, applicable up to 1977. In fact, the average customer’s bill at the
start of our series was one-third again higher than it would have been if he
had merely paid the marginal price for all the units he consumed. This
premium, defined by Nordin (1976), has to be paid by the consumer
regardless of how much electricity he purchases in his current block. It is
not quantity related but it does raise his bill or, effectively, reduce his
income. It can indeed be shown that this premium theoretically has a
negative income effect and therefore its coefficient should be equal to but
opposite in sign to the coefficient on income. We call this premium the
rate structure premium. While it was sizeable at the start of our series, after
1977 when multi-block pricing ceased, the rate structure premium then
consisted of the fixed charge only, which at the end of our series
constituted but some 10 per cent of the average bill. For this reason we
would not expect the rate structure premium to exert an important
influence, but in theory it shouldnot be ignored.



THEORY 5

If the marginal price and rate structure premium are correlated, it is
claimed that using marginal price on its own will bias its coefficient
upwards. This is in fact the standard effect of an omitted variable.

2.2 Measurement of Price
In measuring the two price variables, Taylor emphasises that these

should be taken from actual tariff schedules and not calculated ex post. The
marginal price should apply to the block where the household, or typical
household, is consuming. The rate structure premium, RSP, can also be
obtained from the tariff schedules, using the equation:

n-1

RSP = FC + Z (Pi - Pn) Qi (2.2)
i=1

where FC = fixed charge
n = the number of the block where the household is consuming
Pi = price in block i
Qi = quantity purchased

However, customer specific information might also be required, for
example, if the fixed charge varies according to the number of rooms in
the house.

We should explain why, according to Taylor, ex ante measures are to be
preferred. When a multi-rate schedule prevails, price and quantity may be
simultaneously determined. In so far as price varies with quantity, this will
result in price being correlated with the error term in the electricity
demand equation. When a regressor is correlated with the error term this
violates the assumption of the classical linear regression model. Taylor
explains that, in the short run at least, the tariff schedule is independent of
demand, so using the prices from the schedule removes this problem.

The less favoured alternative, ex post measures, can be calculated using
the figures of actual outlays (R) and quantities (Q) consumed. Using cross-
section data, or time- series data for the intervals during which prices are
fixed, outlay can be regressed on quantity. The coefficient dR/dQ is then
the marginal price, Pn" The ex post measure of the rate structure premium
can be calculated by using the equation:

RSP = R - en Q (2.3)

It can happen in analyses of electricity demand that ex post measures are
all that is reliable or available. For example, in industrial demand,
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individual confidential prices might be agreed with the larger users, so that
no comprehensive tariff schedule is to hand.

Houthakker (1979) uses ex post measures in his analysis of US residential
electricity demand, by availing of the publication "Typical Electric Bills"
which gives information on expenditure and quantities purchased for
American states. For each year, 1964 to 1976, a single estimate of dR/dQ,
the marginal price in each state, was obtained from regressions using the
average monthly bills and the corresponding cross-section observations at

¯ 100 kWh, 250 kWh, 500 kWh, 750 kWh and 1000 kWh. To calculate the
rate structure premium, instead of using Equation (2.2), Houthakker took
the intercept in the regression just described,

dR
R= a+ m Q= a+PnQ

dQ (2.4)

so therefore the intercept is

c~ = R- PnQ (2.5)

which is the RSP of Equation (2.2) above.
As the rate structure premium in theory has an income effect,

Houthakker subtracts it from his disposable income variable. This
procedure incorporates the constraint that the coefficient on the RSP be
equal and opposite in sign to the coefficient on income. Barnes,
Gillingham and Hagemann (1981) also impose the constraint in this way.
We will see that our data on these two variables are measured in different
units, however we can make an approximate use of this proced.ure.

In sum there are several ways to measure the price variables. However,
individual researchers will probably find their choice of measures
restricted by the type of information which is available. Whatever measure
is used it is important to be aware of the potential problems.

2.3 Dynamic Specifications
Dynamic specifications are undertaken to give information about the

long run. and to improve the efficiency of estimation. It is assumed that
electricity consumption is influenced by the existing stock, s, of electricity~
using appliances. Changes in income or price of electricity, or indeed the
price of alternative fuels, will affect consumption but the full effect may
take a while to materialise before equipment can be changed.

¯ Ideally, if one has data on the stock of electricity-consuming capital
goods, measured in terms of.their potential watt usage, the following
dynamic specification by Taylor can be undertaken. The short-run demand



THEORY 7

for electricity can be viewed as the demand for the services of the existing
stock. Consumption, Q, is determined by the utilisation rate u.

ITI

Q = .Z.uj (marginal price, RSP, income, etc.) sj (2.6)
J=l

where j is the category of appliance. In the long run one can assume that
the desired stock s* is given by

s* = s* (user cost of stock, marginal price, RSP, income, etc.) (2.7)

and that investment in stock follows some assumed adjustment mechanism.
A change in income or price leads to a revision of the desired, capital stock.
The consumer then invests to reduce the discrepancy between actual and
desired stock until equilibrium is restored. Long-run derivatives or
elasticities can then be estimated. Fisher and Kaysen (1962) used a variant
of this approach in their study for the United States, availing of data on the
stock of electricity-consuming goods.

Not having data to hand on the stock of consumers’ appliances, we have
to use less demanding methods than that described above to pick up the
dynamic processes. We will merely try to model the fact that people’s
reactions to price changes take time to materialise.

A number of lagged models can be used. A simple multi-period lag can
be imposed on the price variable but with ensuing loss of degrees of
freedom. Also with Pt, Pt-1 -’- Pt-m likely to be highly correlated,
multicollinearity is likely to ensue. The Almon lag scheme reduces the
number of parameters to be estimated by imposing a pattern lag response.
It has disadvantages, however, leading to inconsistency and possible bias.

With a simple Koyck lag it is assumed that consumers’ reactions to a
change are spread out over several time periods, and that the reaction
diminishes geometrically. The formulation for estimation simply reduces to
the inclusion of the dependent variable lagged one period.

The short-run and long-run elasticities can be estimated. When the
model has several independent variables this formulation makes the strong
assumption that the same Koyck lag applies to all of them. It is possible to
estimate separate Koyck lags on say price and income, however this option
will not be feasible owing to the large number of regressors, as we shall see.

A similar approach to the stock adjustment mechanism described above,
but which is less demanding on data, is the Error Correction Model. In
intuitive terms, consumers can be said to have in mind a level of electricity
consumption, given price and income and so on, which they consider to be
ideal or desired in the long run. Call this Q*. However, they can diverge
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fFoln the ideal after changes in, say, price because they do not immediately
alter their stock of appliances or their habits, the divergence or error being
Q* - Q. Their actual alteration in consumption, AQ, will be a proportion, [31,
of the desired alteration, and in addition a proportion, [32, of the divergence
of actual fi’om desired consumption during the last period. Their behaviour
can be expressed as follows, using only one explanatory variable for ease of
exposition. Desired or long-run equilibrium consumption of electricity is:

Q* = a + bP (2.8)

but the change in actual consumption since the last period is AQwhere

AQ = [31 AQ* + [32 (Q*-I - Q-l)              (2.9)

Substitution yields the following equation to be estimated by non-linear
least squares:

AQ = [32a + [31bAP + [32bP_l - [32Q-1           (2.10)

With variables measured in log form, b measures the long-run price
elasticity of demand.

Prior to estimation it is recommended that tests be undertaken on the
variables and errors in the long-run relationship (10). These checks aim to
ensure that a long-run relationship does in fact exist. The form which the
tests should take is currently the subject of research and debate, however
there are two main tests in use at present called Dickey-Fuller, which are
relevant to our model. The first one checks that, for each variable, the
number of times that the variable need be differenced before stationarity is
reached is the same. Stationarity is the condition of a variable or in this case
of the differenced variable, which has constant expectation and Variance.

The second test basically checks that the errors of the long-run
relationship have an autocorrelation coefficient of less than unity. This is
to ensure stationarity, that is the errors do not persist or become magnified
but, rather, dwindle away.

Each of the three categories of models which we will investigate, namely
the static model and the two dynamic models, the Koyck lag and the Error
Correction Model, has its own advantages. The static may be least
appropriate if there are lags at work. Both the dynamic models enable one
to estimate short-run and long-run elasticities and the lag length. The
Koyck suffers some rigidity in the imposition of a fixed lag structure across
variables. The Error Correction Model is more flexible but its relatively
complicated story exacts its own toll in the form of a poorer fit to the data.
It will be interesting to see if the three models give a consistent set of
estimates.



Chapter 3

DATA

3.1 Data on Electricity Consumption
Data on consumption of electricity and associated revenue under the

broad heading "Domestic, General Supply" were made available by the
ESB. On the one hand, the user of such data can be reasonably assured
that the data are of very high quality. For example, they are not subject to
revision. The data refer to actual billed consumption so that there need be
no concern about payments in arrears. On the other hand, the format of
the data is such as to raise a number of difficulties, to which we turn.

Figures refer to two-monthly periods. In order to spread the load of
meter reading and billing, the ESB’s customers are divided into two
groups, let us call them household group A and household group B.
Theoretically they can be viewed as two samples and it is possible that they
are drawn from two distinct populations, though there is no conscious
reason why they should be. For example, one housing estate might be
group A while the nearby estate might be in B. Billing and payment occurs
on alternate months. We therefore have what amount to two-monthly
moving sums, but with alternate observations coming from potentially
different populations. This can be illustrated as follows:

Figure 1: Format of the Data on Electricity Consumption and Revenue

Household group A:
Household group B:

obs 1      obs 2 obs 3 obs 4 obs 5
Jan-Feb Mar-Apr May-June

Feb-Mar Apr-May etc.

Data supplied by the ESB in this format run from March-April 1973 to
November-December 1989, observations prior to this period not being
available.

The first choice relating to these data is whether to convert them so that
these streams, which are currently two-monthly, become monthly data.1

1. This would require one to interpolate, or strictly speaking, "distribute" the data, using methods as
described by Chow and Lin (1971; 1976).
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The incentive to do this is that information for the regressors is monthly,
or quarterly. The other advantage in having monthly data would be the
possibility of adding the two streams, thereby availing of any extra
information contained in the combined samples. However, if one does
distribute the data, there is no gain of information, and one may be
detracting from the quality of the data.

The alternative course was not to alter the data but instead keep it in its
"pure" two-monthly form. This course seemed to correspond more closely
with our desire not to introduce any biases, and was chosen. It entailed
ensuring that all the regressors were recast as two-monthly aggregates to be
compatible and that the regressors for customer group B were staggered by
one month compared with those for customer group A. That is, while A
regressors should refer to January + February, March + April, May + June
and so on, B regressors should refer to December + January, February +
March and so on. We now have two complete separate sets of data, one for
group A and one for group B.

3.2 Data for the Model Variables
We now describe the source and construction of each variable in turn,

namely

Q = average consumption of electricity per household
MP = marginal price of electricity, in real terms (the deflator used is

the Consumer Price Index)
RSP = rate structure premium, in real terms

Y = a proxy income measure using the retail sales volume index,
adjusted for numbers of households

DEG = degree days, a weather variable indicating "coldness"

It should be remembered that each of these was constructed for house-
holds A and for households B. Each series has six observations per year
running for nearly 17 years, from early 1973 to the end of 1989. Households
A have 101 observations and households B have 100 observations.

Q: Average Electricity Consumption per Domestic Customer (kWh/2 mths)

About 90 per cent of total electricity consumed in the Domestic General
Supply category is sold under two tariffs: Rural General Domestic and
Residential Business Premises (Code 132) and Urban Private Dwellings
(Code 135). These data were supplied by the ESB along with corresponding
data on numbers of customers. While only annual data on customers were
available for the first five years, the stable pattern of very small within-year
variations (about 1 per cent) which prevailed in the succeeding years, was
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assumed. Total consumption divided by the number of customers gives
average consumption per household, as shown in Figure 2.

Average two-monthly consumption per household in 1988 at 604 kWh
was some 20 per cent higher than in 1974. However, the increase for the
summer months, at over 28 per cent, was much larger than that for winter
months, where consumption only showed a 13 per cent increase over the
fourteen years. In other words, variability of demand within the year has
lessened, a desirable trend for a capital intensive utility. This would result
from increased use of summer or all-year equipment such as fridges, hair
dryers, vacuum cleaners, milk cooling equipment by farmers, and so on, as
income rose. Secondly, it reflects the increased usage of (non-electric)
central heating which in turn meant that water heating in winter time,
previously done by electricity, would now be a by-product of the central
heating.

MP: Real Marginal Price of Electricity (Pence/kWh at 1975 IV Prices)
The marginal price was read off the ESB’s volumes entitled "Rates of

Charge". During the period analysed there were many price changes, 27
different Fuel Cost Variations during 1974 to 1982 and different rates of
Value Added Tax up to June-July 1975 and from March-April 1988 to be
added. The rate changes not always coinciding, there were over 40
different prices overall, though some changes were very small. Nominal
prices had increased nearly ninefold by the mid-1980s since when they
have fallen 13 per cent.

If there had not been the option of obtaining ex ante marginal prices in
this way, ex post marginal prices obtained by regressions, in the manner of
Houthakker, would have to be used. For interest, these were calculated and
compared with the ex ante measures. In general, the figures showed that ex
post measures should be avoided when there are frequent tariff changes.

The marginal prices were expressed in real terms on division by the
deflator described below. Real marginal prices rose to their highest level in
1981, by which time they had doubled since early 1973, as shown in Figure
3. Since 1981 real prices have fallen by nearly a third, and now stand at
over a third higher than their 1973 level.

The Deflator = Consumer Price Index (1975 IV = 100)
The Consumer Price Index, with base mid-November 1975 = 100, was

converted to a monthly index using the interpolation package on TROLL.
The average of October, November and December 1975 equals 100. Two-
monthly moving averages were then taken to make the figures conform to
the periodicity of the electricity data.
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RSP = Real Rate Structure Premium (1975 IV pence)
The rate structure premium, which except in the earlier years is merely

the fixed charge, was calculated from
RSP = R- (Me x Q)

using the revenue per customer, R. Two other possible measures could be
considered. One is to calculate Equation (2.2) but the fixed charge varies
by size of household and is unknown. A third measure discussed above is to
take the intercept in the regression of revenue on quantity. Calculations of
this were also made but gave very unstable values, including negatives.

In theory the rate structure premium should not vary much within
periods of no tariff change. It is hard to explain why, for example, the
typical A household’s fixed charge should decline from 384.26 pence to
371.56 pence between August-September and October-November of 1981.
There was, however, an increase of half a per cent in the number of
customers and, if by virtue of small house size these customers incurred
low fixed charges, this would go some way to explain the change in the
average. Unrecorded consumption, as a result of tampering with meters,
would not affect the figures since both billed consumption and billed
payments would be similarly affected and still mutually consistent.

To express the rate structure premium in real terms, the figures are
adjusted by the deflator described above. While the real marginal price per
kWh of electricity has shown an overall increase over the period, the real
rate structure premium has seen a steady decline to less than half its original
level as shown in Figure 4. The rate structure premium was over a quarter of
the average customer’s bill in 1973. It is now about 10 per cent only.

Y= Proxy Income: Retail Sales, Monthly Volume Index, 1980 = 100
The model requires a variable measuring household disposable income

but the only data available are annual. Instead of disposable income, the
monthly figures on retail sales were used as a proxy. The volume index of
retail sales, not adjusted for seasonality (RSAM101), was taken from the
data bank of the Central Statistics Office. A comparison between the two
series, volume of retail sales and real personal disposable income, both
expressed on an annual basis, is shown in Figure 5 below. The correlation
coefficient is nearly 0.7. The difference between the two series would
mainly be accounted for by personal savings and by purchases of goods
and services other than retail goods. The large steady recorded decline in
the savings ratio during 1975-1981 is not reflected in Figure 5, suggesting a
sizeable increase in purchases of non-retail goods and services. Purchases of
services are probably an important element in the trend in the difference
between the two series emerging in 1981.
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Figure 5: Comparison of Retail SaNs and Disposable Income Indices, 1980 = 100

IlO
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* Volume Retail Sales
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¯ t
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I °
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As real personal disposable income has risen overall more than retail
sales, the coefficient on retail sales will tend to be larger than the
coefficient on disposable income, were it obtainable. The 1988 Census of
Services will be used by the Central Statistics Office to revise the Retail
Sales Index, and may well entail upward revisions to the recent years’ retail
sales figures used here. Revisions are scheduledto be published in 1992.

Another important reservation about the use of retail sales as a proxy for
income is its inclusion of expenditure by tourists visiting Ireland. Their
numbers vary from year to year. Their expenditure net of reductions in
expenditure by Irish residents while abroad might add some 2 per cent to
retail sales.

Possible alternatives to the use of retail sales as a proxy income variable
could be considered. For example, there is the possibility of using PAYE
receipts as this tax is proportional to income and is paid monthly. However,
the monthly figures would need to be purged of changes caused by
alterations in the tax rate and thresholds incurred in the annual Budgets.
There would also be the difficulty posed by the fact that some sections of the
population are not subject to this tax. Another alternative would be to use
the data on industrial earnings in industry. However, people at work in
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industry are but one quarter of the labour force and this information is only
available quarterly, not monthly. There may be other variables which should
be considered for use as a proxy for income. None will be ideal and in the
circumstances the use of retail sales has least disadvantages at present.

The volume index of retail sales was divided by an estimated series of the
number of households (in millions) in each month. These monthly
household figures were obtained by using TROLL’s spline function to
derive quarterly figures from annual figures, and then monthly figures from
the quarterly figures. The original annual figures were crudely interpolated
from inspection of the Labour Force Survey and the Census of Population,
these only giving figures for intermittent years (Appendix 2). While far
from ideal, the estimated annual figures show the rise in the number of
households in the last 17 years approaching 30 per cent. With this level of
household formation it is probably better to adjust retail sales by dividing by
the number of households, despite the crude estimation of the latter. The
alternative would have been to leave this independent variable in its
original form as total Retail Sales, but then it would not have been
consistent with the dependent variable, which is electricity consumption per
domestic customer.

Again, two-monthly moving averages had to be created to make the
series conform to the electricity data. This series is a proxy for real income
per household and is shown in Figure 6.

The question arises as to whether this variable should be seasonally
adjusted prior to regression. The arguments in favour of adjustment are
that the underlying trend of retail sales might be a better predictor of
electricity consumption and that changes in retail sales in August and
December, for example, represent social habits. A rise in retail sales in the
month in which people buy Christmas presents is not necessarily related to
a rise in electricity consumption. One might also ask whether the
electricity consumption series should also be seasonally adjusted, and
hence revenue and the rate structure premiums.

There are, however, arguments against seasonal adjustment. In a paper
which looks at the effect that seasonal adjustment of separate time-series
has on relations between them, Wallis (1974) is concerned that mistaken
inferences about the dynamic pattern of relationships between the series
can be made. A case where the problem does not arise is when only a
regressor is adjusted, its seasonal component being unrelated to the
dependent variable which is non-seasonal. Our dependent variable does,
howevei, display seasonality.

The conclusion drawn is that, in general, it is preferable to use
seasonally unadjusted data and model the seasonality explicitly. In



Figure 6: Income Proxy: Volume of Retail Sales per Household, 1980 = 100
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particular, our exogenous variables include series measuring the weather and
these should account for a part of the seasonality in the dependent variable.
Any additional seasonality that arises should be a measure of "social" effects.

DEG: Degree Days Below 15.5 Degrees Celsius
Monthly data for each of the 14 weather stations were obtained from the

Meteorological Service. One degree day is registered for each degree that
the mean daily temperature falls below 15.5 degrees celsius. The degree
days for each day are summed to yield a monthly figure.

These degree day figures, sometimes referred to as "heating degree
days" indicate the amount of prevailing "coldness" and are a good
indicator of how much heating would be desired. In regions of the world
where air cooling is a significant portion of electricity demand, a variable
which measures cooling degree days, that is degree days above, say, 25
degrees celsius, can also be used.

The monthly data from the 14 weather stations were aggregated to give a
national series on degree days. The weights used for aggregation were
based on electricity sales in the vicinity of each weather station in 1975.
The ESB Annual Report (1975), Appendix 1, gives the quantities of
electricity sold in each ESB district. Each district’s consumption was then
allocated to the nearest weather station and the weights for each weather
station were correspondingly derived and are given in Table 1 below.

Table 1: Weights for Aggregating Weather Data from 14 Weather Stations to Give National
Weather Series

Weather Stations ESB Sales Districts Weights

1. Belmullet Sligo (1/2) .045
2. Birr Athlone (1/2) .028
3. Cahirciveen Tralee .048
4. Casement Dublin City + NW + S .161
5. Claremorris Galway .059
6. Clones Dundalk .078
7. Cork Airport Cork (1/2) .056
8. Dublin Dublin City + NW + S .161
9. Kilkenny Portlaoise .067

10. Malin Head Sligo (1/2) .045
11. Mullingar Athlone (1/2) .028
12. Roches Point Cork (1/2) .056
13. Rosslare Waterford .078
14. Shannon Limerick .090

1.000
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The resulting national monthly figures of degree days were transformed
to two-monthly data, to conform with the electricity data and are shown in
Figure 7.

This completes2 the description of the data and sources used in the
estimation of the model to which we now turn, in Chapter 4.

2. The variable measuring hours of bright sunshine was considered, not so much because of the heat
generated but because of its effect on social behaviour. However, as this variable had no explanatory
powex, it was dropped.





Chapter 4

ESTIMATION OF ELECTRICITY DEMAND MODEL

As described above, the basic model to be estimated is:

Q = 131 -I- 132 MP + 13~ RSP + 134Y + 135DEG (4.1)

Henceforth this will be termed the "basic model", where as outlined

Q = electricity consumption per domestic customer

MP = real marginal price of electricity

RSP -- real rate structure premium

Y = proxy income: retail sales

DEG = degree days

These variables are expressed in log form. The signs on the coefficients 132,

and 13.~ are expected to be negative. The signs on 134 and on [35, the coefficient
of degree days, our measure of coldness, are expected to be positive.

The two data series, that is the A and B households are treated
separately. Each series, A and B, has six two-monthly observations per year,
B being one month out of phase with A.

4.1 Seasonality
While it was decided not to undertake seasonal correction of the data to

be used in the model, it is still of interest to examine the seasonal pattern
prior tO selecting the Specification of seasonal dummies. The seasonal
components of the data on electricity consumption were estimated, which
in this context cover six two-monthly "seasons" for each of the two data
series. As there is no six-period seasonal correction package available, the
seasonal components were isolated, for each of the two series of electricity
demand, A and B, as follows. A six-period moving average of the series was
subtracted from the original series. This gave the seasonal and irregular
components. For each two-monthly "season", a moving average of these
observations was taken giving an estimate of the seasonal component.
These seasonal components are graphed in Figure 8 below.

22



Figure 8: Seasonal Components in Samples A and B
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We can see fl’om the figure that the seasonal components wander in an
erratic fashion over time so that in several instances the trend is not clearly
discernible. What, of course, it does show is that there are marked
differences between the seasons. Indeed, there is only one overlap, in
households A, November-December and January-February in recent years.

A series of F tests was duly used to help in the formulation of the
seasonal dummy specifications. As is to be expected, these showed that the
basic model described above, is improved by the addition of seasonal
dummies, S. The further addition of seasonal dummies multiplied by
proxy income, S x Y, gave no extra improvement. However, it was found
that there was no significant change when the S were subsequently
removed. We therefore can say that on statistical grounds there is not
much to choose between the following formulations consisting of:

1. the basic model with S
2. the basic model with S x Y.

We note that the second formulation implies that people have different
income elasticities of demand at different times of the year, that is, if we
view retail sales as a proxy for income. This variation through the year
would appear to be plausible.

It was also found that the inclusion of these five seasonal income effects
was to be preferred to the inclusion merely of one for the summer months
and another for the winter months.

However, the errors from the runs did not show a random pattern over
time. For example in households A, the July-August residuals were negative
in the first six years and mainly positive after that. Conversely, November-
December residuals were mainly positive for the first eight years and
mainly negative after that.

A similar picture emerges for series B. While the graph of the seasonal
components, above, had already hinted at a time trend in the seasonal
effect, in general the residuals in a regression have had a more thorough
purge of price and income effects and so on. The persistence of a pattern
over time in the residuals calls for the inclusion of time, T, in some form.
The F test indicated that adding in the seasonal dummies multiplied by
income multiplied by time was a further improvement. In turn the extra
inclusion of time, T, by itself showed no improvement.

What this suggests is that not only does the income elasticity of demand
for electricity vary according to what season it is, but that the elasticity for
each season is itself changing over time. The formulation now consists of
the basic model with the inclusion of seasonals times income and seasonals
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times income multiplied by time.

4. 2 Time Trends
The coefficients generally had the correct signs, negative for the two

price variables (though insignificant for marginal price and, in the case of
households B, positive) and positive for income and the measure of
coldness. However, at this stage, a check on the stability of the coefficients
using the standard Chow split sample test and another check that the
variances of the error are homogeneous, namely an F test for
heteroscedasticity, showed that neither condition held. In addition, the
split samples showed interesting effects. The sample was split into March-
April 1973 to May-June 1981 for the first half and July-August 1981 to
November-December 1989 for the second half. The coefficients, or
elasticities, for marginal price (MP), rate structure premium (RSP),
income (Y) and degree days (DEG) in the split sample are shown below in
Table 2 for households A and B in turn.

Table 2: Coefficients for the Split Sample

First half Second half

Coefficients    (t values) Coefficients    (t values)

Households A
Marginal price -. 06 ( 1.5) -. 12 (1.8) *
Rate structure premium -.27 (5.2)** .06 (1.1)
Income .48 (5.5)** .07 (1.2)
Degree days .10 (3.4) ** .02 (1.2)

Households B
Marginal price -.02 (0.6) -.23 (1.7) *
Rate structure premium -.20 (3.5)** .06 (0.7)
Income .60 (6.5) ** .04 (0.5)
Degree days .11 (3.4)** .03 (1.2)

* Significant at the 5% level
** Significant at the 1% level

Table 2 shows that in the first half of the period the rate structure
premium, income and degree days were significant. In the second half only
marginal price was significant. The direction of change for each variable

seems reasonable. As marginal price increasingly dominated the
household’s bill, so it becomes more important. Conversely, with the rate
structure premium starting at a quarter of the bill, and ending at a tenth of
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the bill, its coefficient becomes insignificant. Income also becomes less
important as households, among other changes, install (non-electric)
central heating and for similar reasons degree days decline in importance.

These changing coefficients call for the inclusion of some extra terms in
the model. To allow for a trend over time, four more terms were added in
the form of time T multiplied by each of the four variables, namely MP x T,
RSP x T, Y x T and DEG x T. This formulation is not ideal as derived
elasticities should not be applied outside the sample period, in general.
Preferable formulations, for example with the addition of terms consisting
of the squared variables, were unsuitable, probably owing to the seasonal
nature of much of the data.

4.3 The Results for the Static Model
The final static formulation is shown in Table 3. All variables are in

logarithm form exceptthe seasonal dummies, S, and time, T.
The satisfactory fit of this model is shown in Figure 9, and on an annual

basis in Figure 10, and is also indicated by high R2 values.
The Durbin-Watson statistic falls in the indeterminate range. The

correlograms below suggest that first order autocorrelation may not be a
problem.

,0

Households A:

Households B:

Lag



Table 3: Results for the Static Model

Deopendent Inter- P~ice VaTiables

Variable cept
MP RSP

DEG Y x Y x T x
MP RSP

Y DEG Adj DW n No. of
($2...$6) ($2...$6) x T x T x T x T R2 Regressors

Households A

Q

Households B

Q

5.06 -.06 -.29 .52 .08 -.03 (6.6) .0001 (2.1) -.0007 .0038 -.0031-.0006 .97 1.66

(12.9) (1.5) (5.3) (8.1) (2.1) -.06 (7.2) .0002 (7.2) (0.8) (5.4) (3.0) (1.0)
-.06 (4.0) .0003 (1.1)

-.05 (6.8) .0003 (2.2)

-.02 (5.3) .0003 (3.7)

4.14 -.03    -.20    .58    .10 -.03 (11.9)             -.0010 .0043 -.0025-.0011 .97 1.44

(10.5) (0.9) (3.6) (12.3) (4.6) -.05 (7.4) (1.2) (5.9) (3.1) (7.0)

-.04 (6.4)

-.02 (8.4)
.01 (4.4)

101 19

100 14

Z
©

d3

The DW significance points at 1% are dE = 1.158 and dU = 1.977 for households A, dL = 1,270 and dU = 1.841 for households B
and at 5% are dL = 1.277 and dU = 2.108 for households A, dL = 1,393 and dU = 1.974 for households B (Savin and White, 1977).

Values in parentheses are t values
Variables: Q = Electricity consumption     MP = real marginal price of electricity RSP = rate structure premium

Y= proxy income: retail sales DEC = degree days T = time (two-month units).
S = Seasonal dummies ($2 = Mar/April, $3 = May/June, etc., for households A

($2 = April/May, $3 =June/July, etc., for households B)
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Figure 10: Fit of the Static Model, Annual, Households A
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There could, howevel, be autocorrelation for longer lags, for example at
lag 6. Given the inclusion of so many seasonal terms in the model, this may
seem surprising. On the other hand, there is a feature of ESB meter
reading which might account for this. Approximately 12 per cent of
consumption is estimated because access to meters is not possible. This is
done on the basis of consumption in the previous two months or in the
corresponding months in the previous year, whichever is the higher. These
aspects would make some autocorrelation likely, since an event causing an
error in November-December, say, will affect estimated consumption the
following November-December. The pattern of influence may, however, be
fairly complicated and provides scope for a separate study. It should be
pointed out that in the presence of autocorrelation, the t values can be
overstated. Related tests suffer in like manner. However, the OLS estimates
remain unbiased and consistent.

The elasticities derived from these results for the static model are as
follows:

Table 4: Elasticities Derived from the Static Model

Households A               Households B
1973        1989        1973        1989

Marginal price -.06 -.13 -.03 (NS) -.13

Rate su’ucture premium -.29 +.09 -.20 +.23

Income (S1) .52 .21 .58 .33

Degree days .08 .02 .10 -.01

SI is January - February and February - March for A and B respectively.

So far we see that the main influence on electricity demand is the proxy
income variable. Its influence depends on the season, being strongest in the
winter months, and over time the influence of income has declined. In
households A, for example, a 1 per cent rise in income in 1973 resulted in a
.52 per cent increase in electricity consumption, but in 1989 a I per cent rise
in income caused but a .21 per cent increase in electricity consumption.

The two price variables, marginal price and rate structure premium,

have negative effects as expected. However, marginal price has but a small
effect and is only statistically significant in households A, and then merely

at the 10 per cent level. This is a surprising result since marginal price
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accounted for 75 per cent of the bill and more recently 90 per cent. At
least the results reflect this increasing importance.

The rate structure premium’s influence, however, has clearly declined
over the period as the elasticities show. The high statistical significance of
this variable is puzzling and possibly spurious. Both the relatively high
initial price elasticity and, in the case of households B, the positive
elasticity in 1989 are hard to explain.

An obvious consideration is that the two price variables are correlated.
When there is an electricity price change, both prices are changed.
Multicollinearity is therefore likely to result and the model will not easily
disentangle the effects of the two variables. Mthough there are no perfect
solutions to this problem, one proposed improvement is to introduce
additional information on one of the offending parameters. As it happens,
there is additional information. We discussed above how the coefficient on
the rate structure premium ought in theory to be the negative of the
coefficient on income, or else the rate structure premium can be
subtracted from income thus also imposing the constraint. Neither
alternative is directly applicable in our case owing to the logarithmic
formulation and to the different units of measurement of retail sales (an
index) and the rate structure premium (a money value). However, we can
overcome the latter difficulty in an approximate manner by expressing
retail sales in value terms also. This was achieved by equating retail sales in
1980, that is, roughly midway in our series, to actual expenditure in 1980 as
given in that year’s Household Budget Survey and by making necessary
adjustments for inflation. Retail sales net of the rate structure premium
could then be calculated, thus imposing the constraint. This approach
should be viewed as highly approximate. The result was an insignificant
coefficient on marginal price.

At this stage we should ask what emerges if just one price variable is
incorporated. The results from merely including marginal price showed no
statistical improvement. Alternatively, it could be argued that the consumer
is really only affected by the total bill and that a measure of average price
might be more appropriate. When average price is used, the results of this
still show no improvement.

Finally, the static model shows that temperature is significant. A 10 per
cent rise in degree days would cause about a 1 per cent rise in electricity
demand in 1973, but only 0.2 per cent or possibly no change in 1989.

We can summarise that the static model, analysed up till now, shows a
good fit and gives reasonable coefficients but that the main price effect is
statistically weak. This may be an indication that there are dynamic forces
at work which we have omitted and which we now proceed to analyse.



32 DOMESTIC ELECTRICITY DEMAND

4.4 Dynamic Formulations
Turning to look at some dynamic formulations, we start with a Koyck

lag. The specification with a lagged dependent variable is shown in Table 5
below. This has omitted the time trended terms which would have rather
convoluted implications. As it is, the model is somewhat constricting with
the imposition of the one lag structure. Table 5 gives the Durbin h statistic
which shows that the errors are autocorrelated, so the results must be
viewed with caution. The coefficients on marginal price are still small at
-.07 and -.04, and significant for households A. Again, the rate structure
premium has the dominant price effect which is hard to explain. The long-
run marginal price elasticities are close to -.1 and the long-run income
elasticities are between .5 and .6 for our two sets of households. These
long-run price elasticities rise further, reaching -.4 if in turn we use the
average price of electricity instead of our original two price variables.

Having estimated the coefficient, ~,, on the lagged dependent variable,
we can calculate the number of lags required for most of the effects of a
price or income change to materialise. Some 90 per cent of the effects
have materialised by one year and over 95 per cent after two years. This
does not mean that there are no long-term effects but simply that this
model is not picking them up.

We now turn our attention to the results for the Error Correction
Model. The equation to be estimated derives from the long-run or desired
equilibrium relationship:

Q* = t~ + ~P + TY+ 8DEG

where the variables are the same as before, in log form:
Q = quantity of electricity purchased
P = marginal or average price per unit
Y = proxy income: volume of retail sales

DEG = degree days.

Owing to the large number of terms to be estimated in Error Correction
Models, the second price variable, the rate structure premium, has been
omitted. We will use only marginal price or only average price. It is true that
the rate structure premium appeared to be the more successful price
variable. However, there is some suspicion that owing to its small share of the
bill, the estimated level of importance might have been spurious. We have
seen how its econometric significance has declined, and since it has
accounted for only 10 per cent or less of the bill for half the period observed,
its retention in the Error Correction Model would be hard to justify.



Table 5: Model with Lagged Dependent Variable

Dep. Var.

Price Variables

Int~
MP RSP Y DEG (s2..s6)

xY

Q~6) AdjR2 Durbin

h

Long ’ru’n

Z

Households A

Q 3.48    -.07 -.19 .33 .05

(6.1) (2.1) (5.1) (5.4) (3.0)

-.02 (3.0)
-.04 (4.2)

-.04 (3.2)
-.03 (3.5)
-.Ol (2.1)

.0001 (2.4)

.0003 (2.9)

.0003 (3.6)

.0002 (2.4)

.OOOl (1.5)

.335

(3.4) .96 8.5

-.10

0

.49

Households B

Q 3.38 -.04    -.23    .40    .07

(5.4) (1.2)    (5.2)    (5.7)    (3.4)

-.o3 (3.5)
-.03 (2.7)

-.02 (2.0)
-.02 (2.2)
-.01 (o.9)

.oool (1.6)

.0003 (3.2)

.0002 (2.4)

.oool (1.1)

.oooo (o.o)

.305

(3.0) .96 24.1

-.06

N.S.

.58
0
o
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Results of the Dickey-Fuller tests on the variables, to ensure that
stationarity is reached after the same number of differencing operations,
are reported in Appendix 3. The second test is also reported, which checks
that the errors in the long-run relationship are stationary. The results are
somewhat mixed. Given the tentative nature of this approach to date,
especially where seasonal data are involved, one cannot be more categoric.

If the data were annual, the weather variable, DEG, being stationary
would not be ’included in the long-run relationship. The use of two-
monthly data, however, calls for the inclusion of the weather variable as we
know it has a significant effect.

In the manner described in Section 2.3 we can formulate the error
correction relationship as follows. The change in actual consumption since
the same months of the previous year is A6Q where A6 is the six-period
difference operator. Then

A6Q = 130A6Q* + 135 (Q*-6 - Q-6)

that is, the change in actual consumption equals a proportion 130 of the
desired alteration in consumption and in addition a proportion, 135, of the
divergence of actual from desired consumption during the same period
last year. Allowing for some extra lagged versions of the first term and then
substituting Q* from the equilibrium equation given on page 32 yields
the error correction relationship to be estimated by non-linear least
squares:

4
A6Q = ]E 13i (13A6P-i + ]tA6Y-i + 5A6DEG-i) + 135

i=0

(~ + 13P-6 + ]tY-6 + ~DEG-6 - Q.-6)

The second parenthesis gives the long-run equilibrium relationship. The
long-run price and income elasticities are given by 13 and ~t, respectively.
Their short-run equivalents are

where n is the number of lags one wishes to specify. The current or no-lags
short-run elasticities are 1313o and ~0 for price and income respectively. The
regression results are given in Table 6.

,;.-.
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Table 6: Error Correction Model
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Households A                   Households B
Variables        Coefficient        Value       (t statistic)       Value      (t statistic)

Constant c~ 4.05 (7.3) 3.82 (6.3)

Marginal Price ~ -0.31 (3.1) -0.23 (2.9)

Income 3’ 0.43 (3.6) 0.45 (3.5)

Degree days 8 0.13 (4.8) 0.14 (4.7)

2x6 lag 0 [3o 0.19 (2.7) 0.40 (3.8)

A6 lag 1 ~I 0.25 (3.1) 0.10 (1.2)

~6 lag 2 ~2 0.04 (0.6) 0.14 (1.6)

A6 lag 3 [3~ 0.07 (1.1) 0.10 (1.3)

A6 lag 4 [34 0.21 (2.8) 0.19 (2.3)

4
Z [3i 0.76 0.93

i=o

Error [~5 0.12 (5.6) 0.13 (4.9)

Adj R2 .69 .63

The major coefficients are correctly signed, reasonable and statistically
significant. For households A, the long-run price elasticity is -0.31 and the
short-run elasticity with no lags is -0.06 (that is 1313o). The respective values
for the income elasticity are 0.43 and .08. A graph of the fit is shown in
Figure 11. The proportion of last year’s "error" which is corrected is only
12 per cent. However, 76 per cent of desired current and recent changes in
electricity consumption are achieved after four lags, that is 10 lags in all or
20 months. Results using average price instead of marginal price are very
close to those above.

To sum up, the dynamic formulations are based on the idea that there is
a time lag in people’s adjustments to changes in income and price or that
people only achieve part of their desired alteration in behaviour in any
given period. The results of these formulations give increased absolute
values of the elasticities compared to the results of the static models. These
formulations point to long-run elasticities of 0.4 to 0.6 for income and -0.1
to -0.4 for price.

A summary of the elasticities from both the static and dynamic models is
given below in Table 7.



Figure 11: Fit of the Error Correction Model, 2 monthly, Households A~
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Table 7: Summary Table of Price and Income Elasticities

MP

Price Elasticities

A verageRSP
Price

IncomeElasticities

Retail Retail Sales
Sales less RSP

Short-run elasticities
from Static Models

Table 3, 1973 A -.06s. -.29
B n.s. -.20

.52

.58

With constraint A n.s. .52

Using average A
price alone B

n.s. .44
n.s. .52

Using marginal A n.s. .49
price alone B n.s. .50

Table 3, 1989 A -.06s. +.09 .21
B n.s. +.23 .33

Long-run elasticities
from Dvnamic Models
go~
Table 5 A -.10 -.28 .49

B n.s. -.32 .58

With constraint A -.24 .48

Using average A -.41 .44
price alone B -.39 .53

Using marginal A -.25 .50
price alone B -.23 .57

Error Correction Model

Table 6 A -.31 .43
B -.23 .45

Using average A -.31 .41
price alone B -.24 .45

s.: Significant at 10% level, other estimates are significant at 2.5% level or less.
n.s.: Not significant.
A: Households A
B: Households B



Chapter 5

CONCLUDING REMARKS

The conclusions of this study of domestic demand for electricity during
1973 to 1989 can be summarised under three broad headings, namely
theory, practical use and future work.

5.1 Theory
Starting with the theory, some care was taken to ensure that important

theoretical issues were given proper consideration. The two-part and multi-
block tariff structures applying to electricity require special treatment,
without which the analysis runs the risk of producing biased estimates. In
particular, price elasticities could be exaggerated unless two price variables
were used, that is the marginal price and the rate structure premium.

In the event, contrary to these warnings, the use of marginal price on its
own did not always give a stronger price effect. These findings just happen
to apply in our case for electricity data over the period analysed and do not
invalidate the need for care on these issues. In our case, the absence of the
rate structure premium reduced the value and significance of the effect of
marginal price in the static model and increased it in the Koyck dynamic
model.

The use of average price tended to give a stronger price elasticity than
that for marginal price on its own or in conjunction with the rate structure
premium. However, in the long run, according to the Error Correction
Model, average and marginal price have the same effect.

The theoretical prediction that the rate structure premium, having an
income effect, should have the negative of the coefficient on income was
investigated, albeit in an indirect way. The rate structure premium was
subtracted from an approximate value of income. In the Koyck model this
imparted a stronger effect to marginal price, though the restriction is
rejected on statistical grounds.

There is a degree of sameness in the numerical estimates. This indicates,
broadly speaking, that the three model types are telling a consistent story.

There is also much similarity between our two sets of households, A and
B. Households B tended to have lower price effects and higher income
effects. This is consistent with another small difference. These households

38
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had a slightly lower rate structure premium which indicates smaller houses
and lower incomes. Our static model did suggest that over time, or possibly
as people become richer, there were reduced income effects and increased
price effects.

It is also interesting to note how the results compare with those from
other studies. Both GDP and price elasticities were somewhat higher in
absolute terms in the analyses by Conniffe and Scott (1990). However,
their data for electricity were annual and included industrial and
commercial as well as domestic consumption. Income elasticities derived
from Household Budget Survey data by Leser (1964), Pratschke (1969),
Murphy (1975-76) and Conniffe and Scott were also higher. A possible
explanation here is the recourse to a proxy income variable in this study.

Studies undertaken elsewhere are legion and very diverse. In so far as
comparison is valid and using the tables of comparisons such as those
given by Garbacz (1983) and Taylor (1975), our price effects would tend to
be less strong, especially in the long run. Our income effects fall well
within the range though in many instances they would be stronger in the
short run.

5.2 Practical Use
Turning now to the practical side of the results, we have estimates of the

main elasticities of domestic demand for electricity. The short-run income
elasticity in 1989 is in the region of .2 to .3, and the long-run income
elasticity falls in the range .4 to .6. This means that a 10 per cent increase in
income, in our case proxied by retail sales, causes a 4 to 6 per cent rise in
consumption in the long run. The marginal price elasticity is between -.1
and -.3 and the average price elasticity is between -.2 and -.4, all in the long
run, there being barely perceptible price effects in the short run. By long
run, we are talking of between 1 and 2 years. Coldness, measured in degree
days below 15.5°C, has a small but significant elasticity of between .05 and
.14. So, for example, by way of a check, we can construct the actual rise of
1.1 per cent in electricity consumption between September/October 1986
and September/October 1987 by noting the changes in income, -3.3 per
cent, marginal price, -6.4 per cent, and degree days, +6.2 per cent, and
multiplying respectively by .5, -.3 and +.1. This gives an estimated
consumption rise of 0.9 per cent. Such illustrations are necessarily
approximate because isolated discreet changes in the explanatory variables
are hard to find. So the effects of subsequent changes are also coming into
play.

The significance of the temperature variable, degree days, is an
indicator that electricity is used for space heating despite the higher cost
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relative to some other fuels. An alternative explanation is that during cold
weather domestic customers indulge in other more electricity-intensive
activities, do more cooking and the like. However, there are some
indications that temperature now has a smaller effect than it used to have.

As we saw, elasticities can be of interest because they help one to identify
the effects of past changes in individual explanatory variables. They should
also help with short to medium-term forecasting, for example if one wants
to estimate the effects of the recent fall in the real price of electricity. The
111/2 per cent real price fall between the beginning of 1986 and the
beginning of 1988 would have caused a 31/2 per cent rise in electricity
demand per household above what it would have been if real price had
stayed constant. The main effects of a change materialise within a year or
SO.

This is not to say that there may not be longer lags at work. The model
may not have picked them up. Indeed the lags in the response of
technology to price changes may be measurable in decades. Our two-
monthly data are fully exploited in teasing out the effects after a few lags.
Therefore the elasticities may be on the low side in absolute terms. In
addition, the increased availability of natural gas will tend to make demand
for electricity more price sensitive.

Of perhaps more topical interest is the use of price elasticities in
evaluating the use of fiscal policy as an environment policy tool. Speaking
about energy in general, as well as electricity, absolute values of price
elasticities are quite low, broadly less than one. Therefore a tax-induced
price rise would cause an expenditure rise and government revenue is
assured. So the government will benefit financially, at least initially, as the
quantity changes will be slight. A specific point to note is that, with long-
run elasticities being absolutely larger than short-run elasticities,
government revenue from such a tax will decline over time, other things
being equal, as consumers reduce consumption.

There are, of course, other means of implementing environmental
policy. These include exhortation, regulations, or forcing amenable
bodies, like the semi-State enterprises, to undertake certain measures.
Each has its disadvantages and a mix of measures, including price, is
probably the wisest course. With price measures now on the environment
agenda it is useful to be able to make an estimate of their effects.

5.3 Future Work
Finally, the direction of future work is clearly indicated. The statistical

results of the study as illustrated in the graphical fits are highly satisfactory,
but several warnings were sounded along the way. The fact that there do
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not exist any sub-annual figures on personal disposable income meant that
a proxy, retail sales, was used. This proxy may account for some of the
seasonal effects found. It may also have exaggerated the income effect,
though comparisons with other studies lead one to question this. There is a
clear need for the development of sub-annual data on this important
variable for many studies, not merely electricity demand.

There is also scope for investigating the way in which ESB meter reading
influences the model’s error structure. This is not so much a practical
problem but provides fruitful theoretical scope. Along with this could go
an attempt to combine the two samples, households A and households B.

The ultimate warning has to address the possibility that the elasticities
may be changing over time. We saw evidence in the static model that
marginal price was becoming more important and income and
temperature less so. These are tentative findings but they do caution
against the use of the elasticities far outside the time span used in the
study. It would be useful if future studies could investigate if, for example,
the income elasticity is truly on the decline and if so, why. Is this a long-
term indirect price effect via technical change or is it the result of
changing household composition and habits? The implications for the
future are different and impinge on such matters as future investment
requirements, environment policy and public finances, to name but a few.
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Appendix 1

The Treatment of Price in the Presence of a Multi-Block Tariff

An example of a multi-block tariff, charged by the ESB in 1975, is as
follows:

Table AI.I: Example of Multi-block Tariff

Fixed charge:
kWh charge:

£2.12
1.97p. per kWh for first 75 kwh.
1.65p. per kWh for excess over 75 kWh.

Block 1.
Block 2.

Note: This is the ESB tariff, May-June 1975 to June-July 1976, for rural dwelling houses
with floor area of 600 sq. ft. and over but less than 800 sq. ft., per two-monthly
period. The later "two-part tariff" consists of a fixed charge and block 1 only.

In demand analyses one usually assumes a single price for each good
and therefore, in the two-good case, the budget constraint is linear.
However, if one good has a tariff structure, as in the above example, the
budget constraint will appear as follows, the two goods being electricity, q,
and consumption of other goods denoted by x. If no electricity is
consumed, consumption of other goods equals income y.

Figure A. 1: The Budget Constraint when a Multi-block Tariff Prevails

Other goods x

Q1 = 75 kWh Electricity q (kWh)
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If the consumer were not connected to electricity mains he could
consume y of the other goods. If he is connected, the £2.12 fixed charge
reduces the amount of x he can buy to x2. The slope of the budget
constraint for the first 75 kWh of electricity is -1.97 pence/px, Px being the
price of goods x, and beyond 75 kWh the slope is -1.65 pence/px.

Our utility maximising consumer of classical theory has a utility function
u(x,q). In the manner of Taylor (1975), we can look at the implications of
this constraint for equilibrium, with the help of the following figure. The
cases illustrated are not exhaustive but they will enable us to bring out the
main points. Case (a) shows the effect on the budget constraint of a rise in
the price of the first block but not of the second block. Case (b) shows the
effect of a rise in the price of the second but not of the first. A rise in the
price of both blocks is shown in Case (c). It can be seen that a price
increase might or might not shift equilibrium to a different facet of the
constraint. Case (b) shows consumption switching from block 2 to block 1
for example. Multiple equilibria are also theoretically possible. The same
possibilities exist for Case (d), which shows the effect on the budget
constraint of an increase in the fixed charge.

Figure A.2: Effects of Specific Price Rises on the Constraint and on Equilibrium

(a)

\ ~. u(×,q)

q

First block

(b)

Second block

x

(c)

q

Both blocks

×

(d)

q

Fixed charge

-- Original budget constraint
....... New budget constraint

Several important points emerge from this. Non-linearity of the budget
constraint leads to the possibility that the consumer switches facets when
the tariff schedule varies.3 Switching can occur when the constraint set is

non-convex, and also, though less likely, in cases of intra marginal price
change when the budget constraint is convex.4 As a result of switching, the
demand curve would be discontinuous, an example being illustrated below.
3. Of note is the active encouragement at present to gas consumers in Dublin to switch facets. New

Dublin Gas are offering low flat rates to people who consume above certain quantities per year.

4. Some US utilities have an increasing marginal price at some point in the schedule according to
Barnes, Gillingham and Hagemann (1981). So this block and the one prior to it would be a convex
section of the constraint.
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Figure A.3: A Discontinuous Demand Curve
Marginal

Price

quantity

Econometric estimation would entail addressing the sections of the
demand curve separately. Fortunately for our study this problem need not
be confronted because we are looking at aggregate demand and in Ireland
the average consumption per meter was well above the quantity limit of
block 1. The issue of jumps can be safely ignored in practice. Average
consumption per meter was, in general, at least four times greater than the
block I upper bound.

Of similar theoretical concern is the issue of multiple equilibria. This
situation can arise with a non-convex constraint. Again, this is not a
practical concern since consumption is so much above block 1 in our case.

The issue that is of both theoretical and practical concern in our case is
the choice of price variable. What price should be used in estimating the
model? It is clear that it would be theoretically incorrect to use average
price, as average price does not appear on the constraint. Neither does
average price have any relevance for the consumer who is deciding whether
to increase or decrease consumption. At the margin the consumer equates
benefits with marginal cost. Marginal price therefore should be used, which
is the price relating to the last block in which consumption lies.

The treatment of price in the model does not stop at the inclusion of
marginal price. The prices in previous blocks and the fixed charge also
influence the consumer. A correct treatment was outlined in a short
comment by Nordin (1976) on Taylor’s survey article. We will discuss the
issue with the help of parts of diagram A.2, reproduced as A.4 below. Figure
(a) shows the effect of a rise in the price in a block prior to that in which
consumption lies. Figure (d) shows the effect of a rise in the fixed charge.
Equilibrium consumption changes from F to G in both diagrams. As pointed
out by Taylor, the new, lower equilibrium consumption level in each case is

strictly due to an income effect and not due to a substitution effect. We are,
of course, illustrating the cases where the rise infixed charge or price in a
prior block isnot so large as tO cause the equilibrium to switch blocks.
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Figure A.4: Price Changes which have Income Effects

Prior block

×

(d}

Fixed charge

Next we need to consider how to measure these variables which cause
income effects. Nordin’s measure is variously described in the following
terms:

A variable equivalent to the lump sum that the customer must pay
before being allowed to buy as many units as he wants at the marginal
price.

(Nordin, 1976)
and

... as the level of electricity consumption rises, both the marginal and
average price per unit change. To the extent that a higher average
price per unit is charged up to, but exclusive of, the block in which
the user’s consumption level falls, he effectively pays a positive
"premium" over what he would pay if marginal and average price
were equal.

(Barnes, Gillingham and Hagemann, 1981)
Barnes, et al., refer to this variable as the "rate structure premium" or RSP,
an appropriate title which we adopt in the text. Assuming consumption
takes place in block n, it can be written as:

n-1

RSP = FC + Z (Pi- Pn) Qi (AI.1)
i=l

where FC is the fixed charge, P and Q are price and quantity, respectively,
and subscripts i refer to blocks (Q i is the amount consumed up to and
including the ith block). In our two-block case, (A 1.1) becomes:

RSP = FC + (P1 - P2) Q 1 (A1.2)

where P2 is our marginal price. Equivalently, it can be written

RSP = R - P2 q 2 (A] .3)

where total revenue, R = FC + P1Q 1 + (Q 2 -- Q 1) P2.
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As stated above, when there is a change in the fixed charge or in the
price charged in the intra-marginal blocks, this change has an income
effect. The coefficient on the rate structure premium, therefore, shOuld be
equal in magnitude but opposite in sign to the coefficient on the income
variable, provided the formulation is linear.

Having defined the rate structure premium, we should now discuss the
rationale for using this measure in preference to measures which were
proposed previously. Taylor, for example, recommended that average price
be used, along with the marginal price. The "average price" in his case
referred to the "average price of the electricity consumed up to, but not
including, the final block. Alternatively, the total expenditure on electricity
up to the final block can be used in place of the "average price". Before
comparing these measures, we will look at a graphic depiction of the rate
structure premium in Figure A.5. For ease of exposition, the fixed charge
is assumed to be zero. Figure (a) simply shows the structure of the rate and
(b) the corresponding constraint in the indifference diagram.

Figure A.5: The Rate Structure Premium and Corresponding Indifference Diagram
(a) Rate Structure (b) Determination of equilibrium consumption

Price er kwh

P2

RSP

i
I
!

I
I
i

Q Q Electricity
I 2

Mon¢ ’ income
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1

QI Q2 Electricity

The shaded area in (a) above is the rate structure premium. In (b)
equilibrium is at quantity Q 2 of electricity. Income is M. Total expenditure
on electricity is R, consisting of two parts. One part is P2Q 2 which is the
amount the consumer would pay if all units were charged at the marginal
price. The other part is the rate structure premium, RSP = R - P2Q 2.

As mentioned, Taylor’s recommended measure was average price or
total payment, both referring to intra-marginal blocks. We can show how
Nordin illustrates that the use of these measures may lead to predicting no
change in equilibrium, where change ought to be predicted, and vice
versa. Let us suppose that there are three different price schedules, all with
the same marginal price, P2. In schedule II, suppose that the price in the
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first block is half that for schedule I but that the block size is twice that for
schedule I. Total expenditure on the first block will be the same for both
schedules. Meanwhile, the budget lines will be different as Figure A.6
shows and schedule II will give a higher equilibrium quantity, assuming
electricity is a normal good.

Figure A.6: Schedules I and II: Different Income Effects

Income

measure
I I    II II

P1 Q1 = P1 QI

/ schedule I

I II I    II
Q1 QI Q2’ Q2

Electricity

On the vertical axis we see that PI[Q 11 = PlUQ aII, whereas RSPI ~ RSPII. So
using the rate structure premium measure correctly shows the difference
in income effect in I compared with II. Schedule II represents an increase
in "income". In intuitive terms, although the consumer has had to spend
the same sum of money before arriving in the second block, he is better off
in II because he has been able to consume more electricity for that sum.

A third price schedule might have the same price in the first block as in
schedule II, but the first block length might be half that of schedule II.
The consumer is better off again because he reaches the lower marginal
price sooner. However, Taylor’s other measure, the average price up to the
marginal blocks, in this case P1, is again the same, in II and III, as shown
below, and is therefore also misleading. Meanwhile the rate structure
premium in III is clearly smaller, which is consistent with the consumer
being better off in III compared with II.

To summarise the discussion on the treatment of price in the presence
of block tariffs, we find that the issue of practical importance is the choice
of price variable. We saw that the marginal price should be used along with
the rate structure premium. The latter measures the premium that the
consumer must pay additional to what he would have paid if only the
marginal price had prevailed over all his consumption. Equation (A1.1)
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gives the general formula, which for our data transforms to Equations
(A1.2) and (A1.3). Changes in the rate structure premium will generate an
income effect and its coefficient should be equal to but opposite in sign to
the coefficient on income.

Given that the rate structure premium is likely to be correlated with
marginal price, its omission from the model can be expected to lead to an
upward bias in the estimate of the price elasticity.

Figure A.7: Schedules II and III: Different Income Effects

RSpIII
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Table A2.1: Annual Figures of the Number of Households (’000) to Adjust the Volume of Retail Sales

Estimated
Number of ESB Number of

Domestic Households Customers
Customers in (used for as per

Labour Force Census of March-April Adjusting cent of
Year Survey Population and April-May Retail Sales) Households

1971 730.5

1972

1973 773.4 795.4 97.2

1974 799.2 820.3 97.4

1975 846.0 827.4 846.0 97.8

1976 852.9 863.1 98.8

1977 880.6 877.1 880.6 99.6

1978 902.8 888.9 101.6

1979 897.3 876.7 929.9 897.3 103.6

1980 955.1 915.1 104.4

1981 910.7 978.8 933.2 104.9

1982 995.9 951.7 104.6

1983 970.6 1026.2 970.6 105.7

1984 988.6 1047.7 988.6 106.0

1985 1004.3 1068.7 1004.3 106.4

1986 1007.3 976.3 1092.2 1017.9 107.3

1987 1028.0 1105.5 1031.6 107.2

1988 1045.6 1118.1 1045.6 106.9
1989 1131.9 1059.8 106.8

Note: The numbers of households given in the Labour Force Survey are based on "normal
residence". Those given by the Census relate to the actual numbers on Census
night. These are generally lower because people may be away on holiday, etc. A
domestic customer with more than one meter is still counted as one domestic
customer unless the customer has two or more premises which are more than 100
metres apart. He would then count as two or more customers, which partly explains
why the ratio of customers to households has increased over the period from 97.2
per cent to 106.8 per cent.
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Dickey Fuller Tests on the Variables and the Errors in the Long-run Equilibrium
Relationship

The Error Correction Model implies certain constraints on the time-
series properties of the data, which can be checked in two main tests
(Engle and Granger, 1987). The following is an intuitive summary,
restricted to the essentials.

Test 1. We need to check that the number of times each variable needs to
be differenced, in order to attain stationarity, is the same for each variable.
A variable which has constant expectation and variance is said to be
stationary. If n is the number of differencing operations required, the
variable is said to be integrated of order n, or I(n). In practice, a good deal
of economic data are expected to be I(1) and so it can be sufficient merely
to check that all the series are indeed I(1). If a series, such as Q t, our
electricity consumption series, is expressed in a form such as:

Qt= ao + alQ t-1 +Et

the series is I(1) if aI = 1. This can be tested by seeing if (al-1) = 0.
Expressing a1 as the regression coefficient in the above equation, this
condition becomes

E Q t-lQt Z(Q t-I) (Q t- Q t-l)
-1 = = 0 (A3.1)

Z (Q t_l)2 ]~ (Q t_l)2

The second term is recognised as the regression coefficient, bl, in the
regression of AQt on Q t-1 in an equation such as:

AQt = b0 + bl Q t-1 ÷ E t (A3.2)

We require the coefficient b1 to be not significantly different from zero.
This can be tested in the usual manner by checking that the t statistic is
below a pre-selected value. In fact an equivalent ordinary F test is carried
out on variants of (A3.2) to allow one also to check for drift. The equations
to be tested become
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AQ1 = b0 + ba T + b2Qt_1 + lagged AQ terms (A3.3)

AQ t = lagged AQ terms. (A3.4)

AQt = b0 + lagged AQ terms. (A3.5)

Comparing Equations (A3.3) and (A3.4), if the F test value is low one
would conclude the series was I(1) without drift. Comparing Equations
(A3.3) and (A3.5), a low F test value leads one to conclude the series was
I(1) with drift. For these tests, instead of using the ordinary F tables, the F
test values have to be lower than values of qb given in Dickey and Fuller
(1981), Tables V and VI.

Turning to our data, we test our variable Q by calculating the F statistic,
that is F2, for comparing Equations (A3.6) and (A3.7), and F3 comparing
(A3.6) and (A3.8):

3
A6Q = c~0 + c~1 T + ~2Q(-6) + Z ~i A6 Q(-i) (A3.6)

i=l

3

A6Q : i~1 ~i A6 Q (-i) (A3.7)

3
A6Q = ~0 + y~ ~i A6 Q (-i) (A3.8)

i=l

and testing for price and income in corresponding manner we obtain the
following F statistics to be compared with ~)2 and ~)3 in Dickey and Fuller
(Table V).

Variable F2 statistic F3 Statistic
(92 observations)

Dickey Fuller
100 observations

50 observations

5% level
10% level

5% level
10% level

2.61 3.20
5.59 8.39
4.79 7.03

~)2 (~3
(without drift) (with drift)

4.88 5.47
4.16 6.49
5.13 6.73
4.31 5.61
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Our results are mixed, with Q satisfactory, Y borderline and P unsatisfactory.
Howevm, in a more straightforward test, the t statistic on 0~2 in the form

A6Q = 0tzQ(-6) + lagged terms

is convincingly low with values 1.11 for Q, .59 for P and .58 for Y.

Test 2. Basically this tests that the series share a common trend by looking
at the residuals e from the long-run equilibrium relationship, which in this
context is called the "cointegrating regression". The residuals need to be
integrated of order 0, so that 8 needs to be less than unity in the
autoregressive relationship

et = O~ + 5et_l + I~t
In a manner which is the same as the procedure in Test 1, this requirement
can alternatively be expressed 5-1 < 0 which with 5 written as the
regression coefficient is:

Ee t_le t
-1

}2 (e t_i)2

}2 (e t-l) (e t- e t-l)
= < 0

}2 (e t_l)2

Similarly, the second expression is recognised as the regression coefficient,
-F, in the regression ofA e t on e t-I in the equation:

Ae t = a - F e t-1 + lagged terms + e (A3.9)

We require the coefficient to be significantly negative, hence the negative
coefficient. When this regression has been estimated, if the t statistic on
the coefficient is above a pre-selected value in the tables, then the condition
that 5 < 1 is met.

Our t statistic is 3.96, with three lagged terms incorporated in (A3.9).
This should be greater than the critical values, for application with more
than two variables, given in Engle and Yoo, (1987, Table 3):

100 observations, 5% level 4.02
10% level 3.71

50 observations, 5% level 3.98
10% level 3.67

So, while satisfactory at the 10% level, the verdict is borderline at the 5%
level. Part of the difficulty may lie in the heavily seasonal nature of our data
and as claimed by Engle, Granger and Hallman (1989) "virtually all of the
literature on cointegration fails to consider the effects of seasonal
integration." It would appear that we must therefore await further
advances in theory before reaching an entirely satisfactory verdict.




